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ABSTRACT: We have simulated the oxygen 1s Auger-
electron spectra of normal and heavy liquid water using ab
initio and quantum dynamical methods. The computed spectra
are analyzed and compared to recently reported experimental
data. The electronic relaxation in liquid water exposed to
ionizing X-ray radiation is shown to be far more diverse and
complex than anticipated and extremely different than for an
isolated water molecule. A core-level ionized water molecule in
the liquid phase, in addition to a local Auger process, relaxes
through nonlocal energy and charge transfer, such as
intermolecular Coulombic decay and electron-transfer medi-
ated decay (ETMD). We evaluate the relative efficiencies for these three classes of relaxation processes. The quantitative
estimates for the relative efficiencies of different electronic decay modes help determine yields of various reactive species
produced by ionizing X-rays. The ETMD processes which are considered here for the first time in the core-level regime are found
to have a surprisingly high efficiency. Importantly, we find that all nonlocal electronic relaxation processes are significantly
enhanced by ultrafast proton transfer between the core-ionized water and neighboring molecules.

■ INTRODUCTION

Core-level ionization of water is followed by a plethora of
relaxation processes involving both nuclear and electronic
dynamics and can lead to X-ray fluorescence, nonadiabatic
transitions, dissociation, molecular rearrangement, or Auger-
electron decay.1,2 Understanding these processes in water,
which is the main component in biological cells, is of
fundamental importance. Also, the damage of biological tissues
by radiation is supposed to be caused primarily by the
interaction with products of water radiolysis rather than by
direct ionization of biomolecules.3 Yet the nature and character
of reactive intermediates remains elusive.
The major initial relaxation pathway upon core-level

ionization of water in the gas phase is the (local) Auger
decay. In this process, the created core hole is refilled by a
valence electron, and the released energy is used to ionize
another valence electron from the same water molecule. In
core-ionized liquid water, nonlocal electronic decay routes also
become possible. One process resembles intermolecular
Coulombic decay (ICD)4 where the created hole is still refilled
by a valence electron from the same site, but the secondary
electron is now emitted from a neighboring molecule. This
leads to a situation where the two charges are spatially
separated, and two neighboring ions are produced.5−10 These
electrons have been associated with the high kinetic energy

shoulder characteristic of the Auger spectra from liquid water
and large water clusters.6 Here, we show that another, yet
unconsidered, mechanism resembling electron-transfer medi-
ated decay (ETMD)11 also contributes to the high kinetic
energy electron intensity. Both ICD and ETMD have been
originally theoretically predicted to occur after inner-valence
ionization4,11,12 (see also the recent reviews of theoretical and
experimental work on ICD and related phenomena).13,14 So far
ETMD has been confirmed experimentally only for this energy
regime.15,16 Unlike for Auger decay and ICD, the created core
hole in an ETMD process is refilled by an electron from a
neighboring molecule, thus neutralizing the initially ionized
molecule and subsequently ejecting another electron from this
neighboring molecule. This is the so-called ETMD(2) process.
If the hole refill is by a valence electron from another
neighboring water molecule, the process is referred to as
ETMD(3). An illustration of the Auger decay and the nonlocal
core-level ICD-like and ETMD-like processes (thereafter
denoted ICD and ETMD for convenience, respectively) is
shown in Figure 1.
Since the lifetimes of core-level vacancies are extremely short,

on the order of few femtoseconds, the whole sequence of
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ionization and subsequent electronic relaxation is commonly
considered a vertical process, i.e., it does not include nuclear
motion. The vertical character of the autoionization transitions
is, however, disputable for hydrogen-bonded systems. Here, a
light proton can move a significant distance, even within the
short time needed to refill the core hole by another electron.
This has been demonstrated in several studies using X-ray
emission and resonant Auger-electron spectroscopies.17−25

Very recently, unambiguous experimental evidence for
ultrafast proton-transfer dynamics following core-level ioniza-
tion of liquid water has been provided based on O 1s Auger-
electron spectra of normal liquid water, H2O, and its deuterated
analogue, D2O, using the technique of liquid microjets.26 The
analysis of the experimental spectra, based on quantum
chemical calculations, revealed a novel type of relaxation
processes, termed proton-transfer mediated charge separation
(PTM-CS; also shown in Figure 1). In this process, the auto-
ionization occurs after a proton has moved away from the core-
ionized water unit toward a neighboring hydrogen-bond (H-
bond) acceptor water molecule (a proton-transferred geome-
try). In the PTM-Auger process, the emerging intermediate
core-ionized Zundel-like cationic structure, OH*···H+···H2O, is
transformed into a charge-separated OH+···H3O

+ complex.
The explanation of the distinct Auger-electron spectra of

normal and heavy liquid water invoking the PTM-CS
mechanism26 has provided deeper understanding of the
dynamics of X-ray irradiated liquid water. The remaining
question of major importance concerns the impeccable

identification of all the potential electron relaxation mecha-
nisms and their efficiencies. This issue is of great practical
importance, for instance, when attempting to identify and
quantify various genotoxic species formed upon X-ray
ionization. However, kinetic energies of the electrons emitted
in different relaxation processes are similar. For example,
electrons due to the ICD and PTM-Auger contribute mainly to
the high kinetic energy shoulder in the Auger spectrum, making
their distinction and thus their relative importance elusive, at
least when based on the current experimental data alone. Here,
we need to invoke theoretical calculations for interpreting the
measured autoionization spectra.

■ METHODS
Experimental Section. Photoelectron spectroscopy measure-

ments were performed from a 15 μm vacuum liquid water jet at the
soft-X-ray U41-PGM undulator beamline (≈23 × 12 μm2 focal size) of
BESSY II, Berlin. The jet velocity was approximately 80 m·s−1, and the
jet temperature was 6 °C. Under these conditions, the pressure in the
vacuum chamber is typically 1 × 10−5 mbar. Electrons were detected
with a hemispherical electron analyzer, separated from the liquid jet by
a 100 μm diameter orifice at a distance of approximately 300 μm.
Detection angle was normal with respect to the light polarization
vector in order to minimize photoelectron contributions from the
direct ionization of the O 1s orbital of water. Energy resolution of the
600 eV X-rays used here was approximately 150 meV, and the energy
resolution of the electron analyzer was better than 200 meV. Highly
demineralized (0.2 μS/cm) water, H2O, and D2O was used for the
liquid jet, and small amount of NaCl has been added (0.02 M
concentration) to compensate for electrokinetic effects and charging
upon photoionization. The experimental spectra have been already
published in ref 26 and are shown here for comparison with the
theoretical results only. A more detailed description of the experiment
can be found in ref 27.

Computational. In our calculations, we separate nuclear and
electronic motions. We consider the motion of a proton along a
proton-transfer coordinate as the main dynamical process occurring on
the short lifetime of the O 1s core hole. The choice of this coordinate
is discussed in more detail in the Supporting Information. The
propagation of the wavepacket describing proton motion from the
central water unit to an H-bond acceptor water molecule was
simulated using quantum dynamical calculations. The static Auger
spectra were computed separately for selected grid points along the
proton-transfer coordinate. Finally, we convoluted the computed
nuclear densities with the static Auger spectra to obtain time-
dependent dynamical Auger spectra.

The Wavepacket Dynamics. The wavepacket-dynamics calcula-
tions were performed on the CASSCF potential energy surface with
frozen core orbital occupations. Only the orbitals occupied in the
ground state have been included into the active space (consisting of 49
electrons in 25 orbitals). The aug-cc-pCVDZ basis was used for
oxygen and the aug-cc-pVDZ basis for hydrogen atom.28,29 The
nuclear wave function was propagated on the core-ionized potential
energy surface using a split operator technique. The wavepacket was
discretized on 1024 grid points on a grid ranging from 0.6 to 2.2 Å. A
time step of 1 au was used in the propagation. The initial wave
function was obtained by wavepacket propagation in the imaginary
time on the ground-state potential energy surface calculated at the
Hartree−Fock level. The electronic structure calculations were done
with MOLPRO suite of codes.30

Calculations of the Auger-Electron Spectra. The kinetic energies
of the electrons emitted in the core-hole decay were obtained by
subtracting valence double ionization potentials (DIPs) from the
single ionization potentials of core electrons. The latter were obtained
using the CASSCF method as described above. The DIPs were
computed using the second-order algebraic diagrammatic construction
(ADC(2)) method, which is an approximation scheme for the two-
particle propagator.31,32 Here, a relativistic pseudopotential basis set33

Figure 1. Schematic representation of the local Auger-electron decay
(panel A) and the nonlocal ICD (panel B) and ETMD (panel C)
processes in liquid water after core ionization. In the first column, the
electronic relaxation processes are presented for the ground-state
geometry of the model water pentamer. In the second column, the
same processes are shown for geometries resulting from PTM-CS. The
molecular species involved in the respective electronic decay are
enclosed in brackets, and their final ionic states are indicated. ET
denotes energy transfer. Electronic levels and the respective electron
transitions are shown in the third column.
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augmented with one s-type diffuse and one polarization d-type
function was used for oxygen atoms and the cc-pVDZ basis set29 for
hydrogens.
The ADC(2) method also yields the transition moments between

the ground state and the dicationic states. A two-hole population
analysis34 enables us to partition these transition moments into various
contributions distinguished by different localizations of the final
valence holes and consequently to determine the character of each
dicationic state. We can distinguish between the Auger (two holes are
localized on the central molecule), the ETMD(2) (two holes residing
on a peripheral molecule), the ICD and ETMD(3) contributions (two
holes are distributed between two different molecules). The ICD and
ETMD parts can further be decomposed into contributions due to the
H-bond donor and H-bond acceptor water molecules. The Auger
contributions are used as intensities of the spectral lines. Each spectral
line is finally convoluted with a Gaussian with fwhm = 3.0 eV. Using
this procedure, a manifold of the static Auger spectra σ̃ (Ekin; xi) was
produced for the grid points along the proton-transfer coordinate
changing from 0.75 to 1.90 Å, with the step 0.05 Å. Ekin is the kinetic
energy of the emitted electrons.
The effects of nuclear density distribution and time evolution were

incorporated to the Auger spectra as follows. The nuclear densities
|ψ(x; tn)|

2 computed for the different times tn were split into vertical
stripes centered on the grid points xi, and the areas of these stripes,
a(xi; tn), were found. The static Auger spectra σ̃(Ekin; xi) were then
multiplied by the coefficients a(xi; tn), and the products were summed
up. Accounting for the electronic decay, the norm of the wavepacket is
taken to decrease exponentially as e−t/τc, where τc = 3.6 fs is the core-
hole lifetime, the Auger spectral distribution formed during a time
interval Δt = tn − tn−1 can be expressed as

∑σ σ= − ̃τ τ− −
−

−E t a x t E x( ; ) (e e ) ( ; ) ( ; )n
t t

i n ikin
/ /

1 kin
n c n c1

■ RESULTS AND DISCUSSION

As a model system for our calculations, we consider a water
pentamer in a distorted tetrahedral geometry. The tetrahedral
coordination accounts well for the hydration structure
arrangement and the specific H-bond interactions in ice. The
tetrahedral arrangement of the first solvation shell pertains
according to the standard view even in liquid water;35 this
assumption is however a subject of ongoing debate.36−41 We
then focus on the core-level ionization of the central, fully
solvated water unit. The distances from this molecule to
peripheral ones were set at 2.8 Å35 to account for shorter O···O
distances in liquid water as compared to free water clusters. We
have also explored the sensitivity of the calculated quantities to
the particular geometries by considering water pentamers with
the O···O distances of 2.74 Å (found in Ih ice), 2.70 and 2.90 Å
(see the Supporting Information). Because of the short times
involved in the processes studied here, we keep in our
simulations all atom positions fixed, except for that of a single
proton of the central monomer (the one being ionized) which
can move toward a neighboring water molecule as mentioned
above. A core-ionized water molecule in liquid can in fact lose
both protons. The transfer of the second proton starts,
however, at a much later time than the transfer of the first
one 21 and is thus not expected to significantly affect the Auger
electron spectra. The presence of hydrating water molecules in
both the H-bond donor and acceptor positions relative to the
central water monomer allows for the systematic investigation
of the different effects of these molecules on the relaxation
dynamics which is difficult to obtain from the experiment. We
stress that in contrast to a water dimer which is often used as a
model system for liquid water, the pentamer does support
ETMD(3) processes. These play indeed a surprisingly

important role in the overall relaxation dynamics as will be
shown below. We compute the Auger-electron spectra of both
the normal and heavy water pentamers, as described in the
Computational methods section, and compare with experiment.
Theoretical prediction of the time evolution of the Auger-

electron spectrum of the normal (light) water pentamer
including nuclear motion of the proton is presented in Figure
2 for the spectral region involving outer-valence electron

transitions (i.e., the leading Auger spectrum). The lowest curve
relates to the electronic and nuclear relaxation processes in the
early time after ionization, i.e., when the dominant contribution
to the spectrum is associated with the ground-state geometry.
In the spectrum, one observes two main peaks which are
attributed to the local Auger decay. These spectral features
move toward approximately 1 eV higher kinetic energies when
the decay is completed. Their intensities increase by different
amounts, and the peak near 499 eV becomes more pronounced
when the decay is complete. Besides the two main peaks, one
also observes a small bump in the low kinetic energy region, at
around 488.5 eV, which is mainly due to the local Auger decay,
producing two holes in the 1b2 orbital of the core-ionized
monomer, but nonlocal processes contribute here as well. The
most striking spectral feature is however the shoulder at the
high kinetic energy side, at around 507 eV. It is essentially
absent at very early times, quickly acquiring intensity within a
few femtoseconds. Apparently, the temporally evolving large
spectral changes, and especially the ones at high kinetic energy,
result from the ultrafast proton motion accompanying
electronic relaxation.
Experimentally, nuclear dynamics are tracked via isotopically

substituted water, namely by comparing the Auger-electron
spectra measured for liquid H2O and D2O. Such a measure-
ment has been recently performed,26 and the corresponding
experimental spectra are reproduced in Figure 3. The figure
also shows the theoretical Auger spectra with the intensities
accumulated up to the time instants ∼0.5 and ∼9.7 fs. It is seen
that the experimental Auger spectra (top tier) are significantly

Figure 2. Theoretical simulations of the time evolution of the Auger-
electron spectrum of the central molecule in the normal (light) water
pentamer. Ultrafast proton motion accompanying electronic relaxation
is taken into account, leading to considerable changes of the spectral
shape, especially in the high kinetic energy part, above 501 eV. The
proton motion is described by the propagation of the wavepacket on
the core-ionized potential. The variations in shape and in position of
the wavepacket with time are shown in the inset. The norm of the
wavepacket in the inset decreases exponentially with a time constant of
3.6 fs to account for the changing population in the core-ionized state.
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different for normal and deuterated liquid water. The high
kinetic energy shoulder is considerably weaker in deuterated
water. This is consistent with the proton-transfer mediated
enhancement of the process leading to the high kinetic energy
electrons. Indeed, a proton is able to move faster than a
deuteron, and the wavepacket may propagate further on the
core-ionized state before it decays completely. This trend is well
reproduced by our calculations. In the center tier of Figure 3,
the theoretical Auger-electron spectra are shown for the normal
and heavy water pentamers when the electronic relaxation of
the core-ionized state is essentially complete. The difference
between these spectra closely resembles the experimentally
measured one, both in the central spectral region and for the
high kinetic energy shoulder. The latter is more enhanced for
the normal water pentamer. Such a large isotope effect cannot
be assigned to the difference in the ground-state vibrational
wave functions of the two isotopologues. If this were true, the
computed spectra should already differ in the initial phase of
the relaxation process. However, as one can see from the
bottom tier of Figure 3, the corresponding Auger spectra of
(H2O)5 and (D2O)5 are almost identical.
Comparison of the Auger-electron spectra of normal and

heavy water reveals that the autoionization processes are indeed
controlled by the degree of proton transfer among the adjacent
water units. However, the experimental spectra alone provide
rather limited insight into the type of the relaxation processes
contributing to the spectrum, and no information on their
relative efficiencies can be inferred. Also, temporal evolution of
these processes cannot be extracted from static experimental
spectra. Therefore, electronic structure calculations have been
carried out to disentangle the nature of the electronic relaxation
processes. In contrast to Figures 2 and 3, showing the Auger
spectra computed dynamically up to the given time evolutions
and thus including contributions from all cluster geometries,

Figure 4 shows the Auger spectra (black curves) calculated at
three different representative geometries of the normal water

pentamer along the proton-transfer coordinate. Spectral
contributions from different electronic relaxation pathways are
shown as well.
The spectrum corresponding to the ground-state geometry

(Figure 4a) is mainly associated with the local Auger processes
(see the gray shaded area), except for the rather weak high
kinetic energy part (>503 eV) resulting exclusively from the
nonlocal ICD and ETMD processes (red and blue curves,
respectively). This spectrum and those shown in Figures 2 and
3 for early times of the electronic decay are seemingly similar.
The Auger spectrum computed for the cluster with a proton

located exactly halfway between two water molecules, i.e., for
the Zundel-like structure forming in PTM-CS processes, is
shown in Figure 4b. Several observations can be made here.
First, compared to Figure 4a, the whole spectrum is shifted
toward higher kinetic energies of the emitted electrons.
Thereby the local Auger states experience a particularly strong
energy shift. This is caused by the fact that the final charge-
separated states OH+···H+···H2O populated in the Zundel-like
moiety via Auger decay have significantly lower energies than
the final one-site Auger states H2O

2+···H2O available in the
cluster at the ground-state geometry. This effect is further
enhanced in the data shown in Figure 4c for the pentamer with
the O−H distance set to 1.85 Å which corresponds to the
formation of a hydronium molecule.
The above-discussed energy shift in the spectra of Figure 4 is

however not the only effect. We also observe a strong change in
the spectral shape in response to deprotonation of the central
water molecule. In particular, the double-peak structure (Figure
4a) turns into a single asymmetric peak as seen in Figure 4b,c.

Figure 3. Comparison of the experimental spectra from light and
heavy liquid water (top tier) with the theoretical Auger spectra of the
light and heavy water pentamers. Photon energy was 600 eV. The
simulated spectra are shown for two time instants: ∼0.5 and ∼9.7 fs
(bottom and central tiers, respectively), corresponding to the initial
and final phases of the electronic decay. In the former case, the spectra
of the normal and deuterated pentamers are almost indistinguishable.
The theoretical spectra are shifted to larger energies by 3.4 eV to
account for long-range polarization effects which are apparently
missing in our finite size system. The somewhat smaller broadening of
the calculated spectra is due to the single pentameric structure used in
our calculations which cannot represent the rich hydration structure
variations characteristic of liquid water. Furthermore, in our
calculations all other coordinates are frozen which also has an effect
on the simulated spectra.

Figure 4. Simulated Auger-electron spectra (thick black curves) for
three different geometries of the water pentamer (shown in the insets)
with the proton-transfer coordinates (a) 0.95 Å (the ground-state
geometry), (b) 1.40 Å (a Zundel-like structure), and (c) 1.85 Å
(water−hydronium complex). The areas under the gray (shaded area),
red, and blue curves reflect the contributions of the Auger, ICD, and
ETMD processes, respectively, to the total spectral intensity.
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Because of this shoveling of intensity, the major peak at ∼499
eV in the time-resolved spectra (Figure 2) gains more intensity
than the others, as time evolves.
Large variations of the spectral contributions of the different

relaxation processes are also seen in Figure 4. The most
important observation is that at the proton-transferred
geometries, the local decay mode is no longer dominant, and
the nonlocal ICD and ETMD processes play a pivotal role. The
remarkable enhancement of the nonlocal modes has different
origins depending on the spectral regions considered. In the
middle part of the spectrum, <503 eV, the final ICD and
ETMD states overlap well in energy with the final Auger states.
Because of this near-degeneracy, all states interact and mix
strongly with each other causing substantial intensity
redistribution from the Auger states to the ICD and ETMD
ones. Recently, this effect has been demonstrated to lead to a
10-fold enhancement of the ICD efficiency in ammonia
clusters.10 In the outermost high kinetic energy part of the
spectrum, >503 eV, where the local and nonlocal final states
hardly overlap energetically, the intensity gain of the latter is a
consequence of hybridization and thus of a better spatial
overlap of the molecular orbitals45 in proton-transferred
complexes relative to those in the cluster with the ground-
state geometry.
We next comment on the surprisingly large contribution due

to ETMD, which was expected to be inefficient in competing
with Auger or ICD decay. For rare-gas clusters this is indeed
the case.11 In contrast to water pentamer considered here
though these clusters are characterized by large interatomic
distances, and their orbitals are highly localized on different
centers, and thus overlap only slightly with each other. That is,
any prerequisites for efficient charge transfer are absent. We
note that in the water pentamer, ETMD(3) plays a more
important role than ETMD(2), as can be inferred from Figure
4 when comparing the peak areas. The peaks in the ETMD
curve at 495 eV in Figure 4a and at 493 eV in Figure 4b are the
only structures due to ETMD(2). As one can see, the
importance of ETMD(2) changes only marginally, while that
of ETMD(3) increases dramatically with proton motion. This
can be explained by the energy overlaps between the
corresponding ETMD states and the Auger ones: the energy
overlap between the ETMD(2) and Auger states weakens,
while that between the ETMD(3) and Auger states gets
stronger when a proton moves. Thus, instead of being localized
on a single water monomer neighboring the initially core-
ionized water molecule, the two final outer-valence vacancies
formed in ETMD tend to delocalize into the environment.
Interestingly, in the earlier stages of the electronic and

nuclear relaxation, ETMD(3) mainly affects the H-bond donor
water molecules, making them cationic. Upon proton transfer
and ensuing charge separation, the energies of these particular
ETMD(3) states do not change much. In contrast, the energies
of the Auger states change substantially and so do the energies
of those ETMD(3) states where one vacancy is created on the
water molecule accepting the proton while the other one forms
on either of the H-bond donor water molecules. As a
consequence, the above Auger and ETMD(3) states start to
interact strongly and the ETMD(3) efficiency increases. A
similar trend is observed in the ICD processes with the only
difference that one of the vacancies is always created on the
initially ionized central water molecule. This is depicted in
Figure 1.

Figure 5 shows the populations of the Auger, ICD, and
ETMD final states for the whole spectral region at different

time instants, t. These were obtained by determining the areas
of the respective contributions to the total spectral intensities of
the dynamical Auger-electron spectra. These populations can
be considered as measures of the efficiencies of the
corresponding processes. At shorter times, the local Auger
processes prevail, although their dominance is not as
pronounced as one might expect. Indeed, nearly 40% of all
final states are of nonlocal character, i.e., they are populated via
ICD and ETMD. Many such states are found at energies
corresponding to the center part of the spectrum and are thus
difficult to identify experimentally. The relative efficiency of the
nonlocal processes increases strongly for later times, accounting
for ∼70% of the population at t = 10 fs. As for the high kinetic
energy spectral part alone (above 501 eV in Figure 2), here, we
find that the contribution of the nonlocal decay modes
constitutes about 75%. This fraction changes little with time.
In liquid water, the nonlocal processes are expected to be

more efficient than in the model water pentamer because of a
larger number of molecules participating in ICD and ETMD.
The effect of cluster size on electronic decay is demonstrated in
Figure S1 of the Supporting Information, comparing the
computed Auger spectra of a water pentamer and a trimer (a
trimer is chosen as the smallest system where ETMD(3)
processes are possible). As one can see, besides the noticeable
intensity enhancement of the high kinetic energy shoulder in
the Auger spectrum with growing cluster size, there is also a
remarkable change in the relative significance of the different
relaxation modes. We also note that molecular orbitals in liquid
water are expected to be more extended,42−44 and thus better
overlap with each other, making the nonlocal decay processes
more efficient than in a small finite-sized cluster. The more
pronounced high kinetic energy shoulders in the experimental
spectra relative to those in the theoretical spectra (see Figure 3)
indicate that the above expectations are met.
The availability of nonlocal decay modes and proton transfer

occurring after core ionization significantly diversify the
manifold of the molecular species produced in X-ray irradiated
liquid water. Our studies clearly show that unlike assumed so
far in the literature, water dications H2O

2+ are by far not the
only ionic species formed in water radiolysis. The two charges
can separate through the PTM-Auger mechanism leading to
OH+ and H3O

+ fragments. The ICD and ETMD processes

Figure 5. Populations of the final states by different competing
electronic relaxation processes in the model water pentamer computed
for different time instants.
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occurring for the ground-state geometry give rise to two water
cations, H2O

+, which may act as extremely strong oxidants for
molecules other than water.45 Each H2O

+ can also quickly lose
a proton to the water environment46,47 producing a highly
reactive hydroxyl radical OH. Importantly, ETMD(3) predom-
inantly creates two separate charges on molecules that are
distinct from the core-ionized one, rendering this decay mode a
significant and previously unconsidered mechanism of releasing
oxidative stress. As seen from Figure 1, harmful OH radicals can
also be generated directly via the PTM-ICD mechanism. These
radicals are however transient species which recombine with
protons to form cationic water molecules on yet to be
determined time scales. Note that radiation damage can be
induced also by primary and secondary electrons.1,2 All these
phenomena are important and should be taken into account
when modeling X-ray induced damage of hydrated biomole-
cules.

■ CONCLUSIONS

Oxygen 1s Auger-electron spectra of liquid water, both H2O
and D2O, have been simulated and analyzed in detail. Special
emphasis has been given to reveal the origin of the high kinetic
energy shoulder appearing in the autoionization spectra. We
have demonstrated that together with ICD (both normal and
proton-transfer mediated) and the PTM-Auger processes, also
ETMD (both normal and proton-transfer mediated) substan-
tially contributes to this spectral feature. A quantitative estimate
for the relative importance of these three classes of processes
has been provided.
Nonlocal ICD and ETMD processes not only contribute to

the high kinetic energy part of the autoionization spectra but
also to the central spectral region. Taken together, in the early
time of the electronic decay, a substantial part of the total
spectral intensity appears to be due to population of the final
ICD and ETMD states (at least 40% in the model water
pentamer considered). Ultrafast proton motion accompanying
electronic relaxation identified through the experimental
spectra, and corroborated theoretically,26 further modifies this
picture. Here, we have shown that proton transfer enhances the
efficiency of the nonlocal processes considerably. Such nuclear
dynamics has significant consequences for the radiation
chemistry of water since the double charge formed in the
electronic decay of X-ray irradiated liquid water will be
distributed with rather high probability between different
water monomers, rather than remaining localized on a single
molecular unit.
The nonlocal electronic relaxation processes in hydrogen-

bonded systems started to be extensively studied in recent
years,8−10,48,49 but the role played by nuclear dynamics was
typically not considered yet. The PTM-CS mechanism seems
to be a generic feature of hydrogen-bonded systems,50,51 and
thus, some of the previously studied systems, such as
NH3(aq),

7 should be revisited. Investigations along these
lines are currently under way. It would be also useful to
explore the effect of other degrees of freedom such as librations
and structural diversity of liquid water on the calculated Auger
spectrum. The first steps in this direction have been already
made in this paper. We hope that Auger electron spectroscopy
could potentially contribute to the present discussion on the
structure of liquid water.
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(6) Öhrwall, G.; Fink, R. F.; Tchaplyguine, M.; Ojamaë, L.; Lundwall,
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